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Abstract — This paper deals with the automated Alzheimer’s disease diagnosis. In particular, the feature extraction and selec-
tion methods for the most significant features of magnetic resonance (MRI) images are considered. The algorithm for extracting
statistical features of MRI images using the brain anatomical regions atlas was used for calculating the six statistical features
(mean, mean absolute deviation, median, standard deviation, root mean square, skewness) for segmented MRI images of white and
gray brain matter of 188 subjects with Alzheimer’s disease, 401 subjects with Mild Cognitive Impairment and 229 Normal Con-
trols. The new method for feature ranking using Wilcoxon criterion for binary classification is proposed. As a result, ranked list of
features linked to the anatomical regions of the brain for each group by diagnosis was obtained. Among the most descriptive fea-
ture for AD diagnosis there are mean values in hippocampus region, mean absolute deviation in cingulum, root mean square in
insula. This data indicates the features that have to be used in classification to increase the effectiveness of automated Alzheimer’s

disease diagnosis.
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1. Introduction

According to the recent findings, there are more
than 35 million persons with different forms of
dementia all over the world. Between 60 % and
80 % of all cases of dementia are the Alzheimer’s
disease (AD), affecting onein 20 people over the
age of 65 years. In 2040 the number of patients
with AD in European Union will be around
13.1 million [1]. Alzheimer’s disease refers to dis-
eases that impose the heaviest financial burden on
society in developed countries. This disease is in-
curable, but the diagnosis in the early stages can
significantly alleviate the disease and slightly ex-
tend the duration of patient’s life [2]. Magnetic res-
onance imaging (MRI) is one of the best methods
for diagnosis of Alzheimer’s disease, since it is
able to accurately measure the three-dimensional
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(3D) images of the structural components of the
brain [3] and identify signs of pathological changes
due to AD. There are many methods of MRI image
processing to automatically classify images by di-
agnosis depending on the specific characteristics
obtained during the analysis. They are based on
statistical feature extraction [4], nonlinear parame-
ters [5], wavelets [6]. Butmost methods require im-
provement in a sense that thefeatures used as an
initial data for recognition of thedisease presence
should be as descriptive as possible. One way to
improve the efficiency of diagnosis is to determine
suitable characteristics which are calculated for the
inittal MRI image and then used as input for
theclassification. The objective of this work is to
improve methods for selecting statistical features of
MRI imagesof the human brain.



I1. Diagnosis of Alzheimer's disease
based on MRI images classification

For automated diagnosis of Alzheimer’s disease,
MRIimages of the patient should be classified, i.e.
passedthrough the algorithm that determines the
class (in this case the diagnosis), to which the object
under investigation refers. The system for automat-
ed diagnosis of Alzheimer’s disease consists of the
following components: a block of image pre-
processing, features extraction block, features selec-
tion and features reduction block, classification and
post-processing block (Fig. 1).
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Fig. 1. Block diagram of the system
for automatic diagnosis of Alzheimer's disease

Image pre-processing involves their segmenta-
tion, i.e.separation of images into segments.
Segmentation ofbrain MRI images is an im-
portant task in many clinical applications because
it affects the whole outcome of the analysis. This
is because different stages of processing results
rely on accurate segmentation of anatomical re-
gions. For example, segmentation of MRI is
commonly used to measure and visualize differ-
ent brain structures, to define affected areas or to
analyze brain development [7].

Feature extraction stage is characterized by
calculation of various parameters using image
processing methods. These may be statistical pa-
rameters, principal component analysis, nonlinear
parameters, wavelet analysis, etc. [8]. For exam-
ple, in paper [4] the first and second order statis-
tical features were calculated, such as Mean,
Central Moments, Angular Second Moment,
Contrast, Correlation, Homogeneity, and Entropy.
In paper [5] the fractal dimension of edges in the
Hilbert domain and the skewness and kurtosis of
their spectral energy distribution are used as non-
linear parameters of the extracted features. In [6]
level-3 decomposition via Harr wavelet was uti-
lized to extract features.

The task of feature selection techniques used
in classification pipeline is to learn the entire set
of calculated features, and identify precisely the
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most descriptive and useful for the prediction.
There are two main techniques for doing feature
selection: principal component analysis (PCA)
and independent component analysis (ICA) [9].
The main goal of PCA is to reduce the dimen-
sionality of the data. An important step is to
choose the correct number of components to re-
move the effect of noise and along with it to not
delete useful information from the model. The
purpose of ICA is not data filtering but identifica-
tion of the features from all their possible clus-
tered in large quantities on such groups as statis-
tically independent as possible [9].

Features selection block may be omitted be-
cause many features extraction methods do not
need any additional selection technique for fur-
ther classification. Also, this block can be com-
bined with classification block (for example, us-
ing neural networks) [10]. Feature processing will
be carried out if improvements to their further
analysis needed and wusually it uses standard
methods of signal processing, such as smoothing,
normalization, and others [10].

Thus, a variety of methods for feature extraction
of MRI images exists, that can be used in classifica-
tion. The particular method to use is a matter of
choice and subject to the most accurate diagnosis
results achieved. In this paper, we study the alterna-
tive approach [8][11][12], when the feature selec-
tion uses the fact that different anatomical and func-
tional areas of the brain are exposed to affection
during Alzheimer's disease in varying degrees.
Generally, the most significant changes are taking
place in areas that are responsible for memory, un-
derstanding, language and other cognitive function.
So promising way can be the consideration of im-
age attributes primarily in those regions.

III. Statistical parameters
of MRI images of brain regions

In this paper the following statistical parame-
ters in anatomical regions of the brain are used:

A. Mean
If we have a data set containing the values
a,,a,,...,a,, then the arithmetic mean of 4 is cal-

culated using the formula:

1< ay+a,+--+a
A = — a. = n .
oI ; ()
i=1
B.  Mean absolute deviation
For a data set containing the values



a,,a,,...,a,, the mean absolute deviation A is

calculated using the formula:

A=lZ|ai—a : )
iz

where @ — mean.

C. Median

Median of a finite set of numbers can be found
by placing all the observations from lowest value
to the maximum value and choose the number
that is in the middle. If the number of observa-
tions is odd (n =2k + 1), the median will be

equal to:

€)

If a number of observations are even
(n = 2k), then the middle will not be in any
number, while the median is usually defined as

the average of the two values that are in the mid-
dle of:

a=dap1-

~_ O tapy
a=—— @
2
D. Standard deviation
For a data set containing the values
ap,a,...,a,,the standard deviation is calculat-
ed using the formula:
2
1 1<
i1 =

E.  Root mean square

Root mean square is defined as the square root
of the arithmetic mean of the squares of numbers.

For a data set containing the values
ap,dap,...,d,,the root mean square is calculated
using the formula:
g L2422 2
=4l +tay; +---ta, | (6)
n

F.  Skewness
Asymmetry Y of theoretical probability distribu-

tion of a random variable is the ratio of the central
point of order to the cube standard deviation:

_H

(53

Y (7)
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In probability theory and mathematical statis-
tics, the central point of k-th order of random var-
iable X with real values is:

up =M (X - MK)", (®)

where M — mathematical expectation.

After calculating these features in all brain
regions one needs to choose only those that are
the most different for MRI image of a normal
and sick brain, that are the most significant. In
this paper it is proposed to rank features using
independent evaluation criterion for binary
classification. As a criterion for accessing the
relevance of each feature to separate the two
groups it is proposed to use the absolute value
of two sample t-test with pooled estimate of
variance or absolute value of standardized
U-statistic for two sample Wilcoxon test, also
known as Mann-Whitney U-test. The required
criterion is determined by the results of Kolmo-
gorov-Smirnov test for normality.

The proposed method of determining a set of
the most significant features of MRI images for
computer-aided diagnosis consists of the fol-
lowing steps. First, the database of MRI images
i1s formed. Since the features extraction is per-
formed for each region pooled from the the
brain atlas, it is necessary that all the images
were scaled and spatially normalized according
to the atlas. This assures the selection of neces-
sary voxels of the image in the desired anatom-
ical region. Considering the voxel values inten-
sity as random values, the statistical parameters
of the set of voxels in each region of the MRI
image are calculated. The next step is forming a
set of calculated parameters for future ranking.
It uses statistical characteristics described
above for each region of the brain.

Previously received data set should be divided
according to diagnosis (classes) of patients, with
the presence of Alzheimer's disease and healthy.
Then two statistical hypotheses are formulated:
HO — that the values of characteristic in the rele-
vant region for MRI images of two classes are
samples from same general population, and alter-
native Hl — that the values of characteristic in
the region of MRI images of two classes come
from two different general populations.

The data should be checked for normality for
selecting independent evaluation criterion for bi-
nary classification. Depending on the obtained
results we should use Student t-test if the data is
normally distributed or Wilcoxon test if not.



IV. Experimental research
of feature selection method

The data used in this study were obtained from
ADNI database (adni.loni.usc.edu). ADNI data-
base includes 1.5T and 3.0T MRI images. This
database consists of images from 818 subjects
(229 healthy patients (NOR), 401 patients with
mild cognitive impairment (MCI) and 188 pa-
tients with Alzheimer's disease (AD)).

The statistical atlas IBASPM116 [13] is used
in this work. Atlas label combines anatomical re-
gions of the normalized spatial pattern, which
corresponds to the dimension of the MRI images.
Each voxel is characterized by an integer value in
the range from 1 to 116, corresponding to one of
the 116 regions, thus linking every voxel to the
brain region of normalized MRI image.

All MRI images are three-dimensional, they
were preliminary scaled, normalized to the area
and divided into gray and white matter that al-
lows to select exactly desired area according to
the coordinates obtained using the atlas regions.

Using a set of SPM (Statistical Parametric
Mapping, http://www.fil.ion.ucl.ac.uk/spm/) tools,
image intensity values were recorded in the
three-dimensional matrix, according to the
standard practice in MRI image preprocessing
[8][14][15]. The next step for each MRI image
was calculating six statistical parameters in
each of the 116 areas of the cerebral cortex ac-
cording to the atlas.

Three groups of data were created for the rank-
ing during binary classification: 1) AD and MCI;
2) AD and NOR; 3) MCI and NOR. In each
group, the initial matrices with calculated statisti-
cal parameters were combined into one. The dis-
tribution of data in each group is found to be not
normal, therefore it is decided to use the U-Mann-
Whitney test as an independent evaluation criteri-
on for binary classification.

As a result, ranked statistical parameters
linked to the anatomical region of the cerebral
cortex were received in each group. Ten most im-
portant parameters for segmented images of gray
and white matter are presented in Ta6muus 3 and
Tabnuus 3 respectively.

V. Conclusion

The new approach to determining a set of the
most significant features of MRI images for au-
tomated diagnosis of Alzheimer's disease based
on the intensity of the image voxels is proposed
in this paper. Using this method, one can get
ranked statistical parameters linked to the ana-
tomical region of gray and white matters of the
brain. In the experimental study using ADNI da-
tabase, ten most important parameters and regions
for segmented images are identified, most of
which are located in cingulum, hippocampus and
temporal lobe. Obtained results can be used as
input parameters of classification.

Table 1. Ranged statistical parameters and regions of gray matter

AD and MCI AD and NOR MCI and NOR
Wilcoxon Wilcoxon Wilcoxon
absolute | Parameter Region absolute Parameter Region absolute Parameter Region
value value value
Mean Temporal root mean
0.1752 absolute p 0.1706 mean Hippocampus 0.1432 Insula
L Pole square
deviation
standard Temporal . .
0.3836 L 0.0852 median Cingulum 0.2308 skewness Rectus
deviation Pole
0.4098 rootmean | Temporal 0.3669 root mean Insula 0.9359 mean Hippocampus
square Sup square
0.2131 skewness Heschl 0.4956 skewness Rectus 1.0198 median Cingulum
0.5730 median Ter;lfl);ral 0.0249 median Cingulum 0.3723 mean Hippocampus
standard Temporal . root mean
0.9766 . 0.2736 mean Hippocampus 0.4810 Insula
deviation Pole square
Mean Temporal
0.2036 absolute P(E)le 0.7594 mean Amygdala 1.1273 skewness Rectus
deviation
0.0728 mean Temporal 0.5046 rootmean | oo jum 0.9648 median Cingulum
Inf square
0.2492 mean Tenl\j[;i)((l)ral 0.0314 skewness Cingulum 0.1622 mean Amygdala
0.9212 median Cerebelum 0.2625 mean Amygdala 0.3849 roso(;urgreean Cingulum
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Table 2. Ranged statistical parameters and regions of white matter

AD and MCI AD and NOR MCI and NOR
Wilcoxon Wilcoxon Wilcoxon
absolute | Parameter Region absolute Parameter Region absolute Parameter Region
value value value
Mean
0.0973 absolute Cingulum 0.5150 mean Hippocampus 1.0558 mean Hippocampus
deviation
0.0976 mean | Hippocampus | 0.4826 | meanabsolute 1 coiim | 07120 standard Cingulum
’ ’ deviation ' deviation
0.4114 | Tootmean Insula 03949 [ rootmean Insula 10593 | meanabso- | im
square square lute deviation
0.7937 skewness Rectus 0.3262 skewness Rectus 1.3029 mean Hippocampus
0.1446 | Standard oo ium | 0.0850 mean Hippocampus | 03112 | Mo abso |y campus
) deviation gt ) PP P ) lute deviation PP P
0.0462 mean Hippocampus 0.2229 mean gbs'olute Cingulum 0.3089 root mean Cingulum
deviation square
Mean Standard
0.1640 absolute Cingulum 0.5852 deviati Cingulum 1.3138 skewness Insula
.. eviation
deviation
03517 | rootmean Tnsula 02226 | rootmean Insula 0.7459 standard Cingulum
square square deviation
0.3271 skewness Rectus 0.1751 skewness Rectus 0.0742 mean a.b 80 Cingulum
lute deviation
03366 | Stendard oo oium | 0.0485 Standard Cingulum | 0.1591 [ Tootmean | cinoiium
deviation deviation square
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Peppepam — Cmamms npucesuena asmomamuyHoMy NPOSHO3Y8AHHIO X60poOu Anvyeelimepa ma Memooam GUIYYEHHS Md
81060py HAUbLIbW 3HAYYWUX 03HAK 300padxcenb MPT. Bukopucmogyouu aieopumm ULYy4eH s CIAMUCIUYHUX XAPAKMePUCHuK
300pasiceny MPT 3a 0onomozoro amaacy aHamomiyHux obaacmeli 20A08H020 MO3KY, 00 pO3PAX08AHO WICTb CTHATMUCIMUYHUX
03HaK (cepedue, cepedne abconommue GIOXUNEHHS, Mediana, CmaHoapmue GIOXUNeHHs, CepedHE Keaopamuuue, Koeqiyicum
acumempii) 018 cecMenmo8anux 300padicers OLNOI ma cipoi peuosunu MO3KY. 3anpPoOnOHOBAHO HOBUIL NIOXIO 00 PAHICYEAHHS O3HAK
3a Kpumepiem Binkoxcouna ona 6inaphoi knacugixayii. B pesynomami ompumanuil panxicosanuii CNUCOK O3HAK, NO8'SI3aHUX 3
AHAMOMIYHUMU 0ONACMAMU 20]I08HO20 MO3KY 0I5l KOXCHOI epynu 3a diacHozom. Ceped Habiibul onucoeux ocobaugocmeti 0s
diazHocmuku X6opodu Anvyeetivepa € 3Ha4eHHs: CepeoHbO20 ApUPMEemuyUHo20 8 2INOKAMNI, cepeOHE aDCOIOMHE 8IOXUNLEHHS 8 30Hi
nosiCy, CepeOHbOKBAOPAMUYHE 8 OCIMPIBYesill KOpI.

Knrwuoegi cnosa — xeopoba Anvyeeiimepa, MPT, diaznocmuxa.

63



YK 621.38

PAHKUPOBAHME
CTATUCTUUYECKUX NPU3HAKOB
TSI TUATHOCTUKU
BOJIE3HU AJBUTENMEPA

Homawenko /. B., crynent, 0000-0003-4937-7151
dmytrodomashenko@gmail.com

HauuonanbHbIi TEXHUYECKUM YHUBEPCUTET Y KPaUHbI

«KueBckuit momuTeXHUIeCKUA HHCTUTYT uMeHH Uropss CHKOpCKOTOY
Kues, Ykpauna

Manwko M., cryaent, 0000-0001-6851-943X
max.manko2595@gmail.com

HannonanbHbIl TEXHUUECKUH YHUBEPCUTET Y KPAUHBI

«KueBckuit noauTexHuueckuii ”HCTUTYT uMeHH Uropst Cukopckoro»
Kues, Yxpauna

Ciklum

Kues, Ykpanna

Ilonoe A., x.1.H., norieHt, 0000-0002-1194-4424
popov.kpi@gmail.com

HannonanbHbIl TEXHUUECKUM YHUBEPCUTET Y KPAUHBI

«KueBckuit noauTexHuuecKuit THCTUTYT uMeHH Uropst Cukopckoro»
Kues, Ykpauna

Ciklum

Kues, Ykpanna

Kpawenwvui U., x.1.H, 0000-0003-0424-147X
igor.krashenyi@gmail.com

Ciklum

Kues, Ykpauna

YHusepcureT I'panaasl

I'panana, Mcnanus

Pamupes X., noxrop, 0000-0002-6229-2921

javierrp@ugr.es

YHusepcurer I'panazast

I'panana, Mcnanus

Pegpepam — Dma cmamvs nocesueHa asMoMamuyecKkoMy NPOSHOZUPOBAHUIO boNe3HU Anbyeelivepa u Memooam u3enedeHusl
u ombopa Haubonee 3HAUUMBIX npusHaros uzoopadicenuti MPT. Hcnonv3ys aneopumm useneveHus cmamucmuieckux xapaxmepu-
cmux uzobpasicenuti MPT ¢ nomowwlo amaaca anamomudeckux obaacmeti 20106H020 M0324d, ObLIU PACCHUMANbL WeCTb CIMamu-
cmu4ecKux NpusHakos (cpedHee, cpedHee abCONOMHOe OMKIOHEHUe, MeOUaHd, CMAaHOapmHoe OMKIOHEHUe, CpeoHee K8aopamu-
yeckoe, K0dghduyuenm acummempuu) 01 CecMeHMUPOBAHHBIX U300padicenull 6en020 u cepozo gewecmaa mosea. Ilpeonooicen
HOGYII NOOX00 K PAMIICUPOBAHUE NPUSHAKOE NO Kpumepuio Yuikokcona 0ns 6unapHol kiaccuguxayuu. B pesynomame 6vin nouy-
YeH PAHIICUPOBAHHBIL CHUCOK NPUSHAKOB, CEA3AHHBIX C AHAMOMUYECKUMU 0OAACMAMU 20A08HO20 MO32d O] KAANCOOU epynnbl no Ou-
aznosy. Cpeou Haubonee onucamenvHvix 0CobeHHocmel 015l OUdzHOCMuUKY 0onesHu Anvyeetivepa AGIAemcs 3HaAUeHUue cpeoHezo
apugpmemuuecko2o @ cunnoxkamne, cpedree abCcoIOmHoe OMKIOHEHUe 68 30He Nosicd, CPeOHEK8AOPAMUYECKOe 8 OCIPOBKOBOT KOpe.

Knwuesnie cnosa — bonesnv Anvyeeiimepa, MPT, ouaenocmuxa.
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