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Abstract — The problem of creating tools to simplify the correct use of statistical research methods remains relevant, especially in the
biomedical field, where experts do not have sufficient mathematical background. The article proposes the implementation of a semi-automated
system in the NI LabVIEW software environment, which implements the most commonly used statistical analysis tools, but provides verification
of the necessary criteria and limits of their use, as well as selection of appropriate statistical methods in automatic mode. Implementation in
the software environment NI LabVIEW provides easy connection to the equipment, versatility and ease of further modification of algorithms.
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I. INTRODUCTION

One of the main methods of obtaining
scientifically reliable data in the biomedical sector
are evidence-based medicine. It is based on
statistical methods of information analysis. But,
according to some studies [1-4], a lot of conclusions
made by this method are erroneous. This is due to
the complexity of statistical analysis mathematical
apparatus, primarily the criteria and limits of
possible use of statistical tools, and the insufficient
level of their mastery of biomedical specialists.

There are a number of computer software
packages that facilitate the use of statistical methods
of information processing, but the problem remains,
because for correct use of specific tools from these
packages, professionals still need to know quite
deeply and check the necessary conditions.

It should be emphasized that the consequences
of erroneous conclusions in evidence-based
medicine may be quite dangerous because they
relate to human health. Reducing the likelihood of
errors is very important.

II. THE AIM OF THE STUDY

The aim of the work was to create a software
system that implements the most commonly used
tools of statistical analysis, but at the same time
provides verification of necessary criteria and limits
of their use in automatic mode. Thus, user is not
required to know appropriate mathematical
apparatus, the system will automatically select

optimal statistical methods and formulate
conclusions according to specific conditions,
significantly reducing the chance of errors.

III. MATERIALS AND METHODS

NI LabVIEW was chosen as the software
development environment, which is currently an
informal standard in the field of biomedical
instrumentation and biomedical research and is
easily integrated into most modern software and
hardware systems [5-7].

NI LabVIEW (National Instrument Laboratory
Virtual Instrument Engineering Workbench) is very
convenient for applications that are created and used
not by programmers but by engineering
professionals, including biomedical engineers.
Instead of text programming languages with
complex syntactic rules, the graphic language G is
used here, which has a more familiar to engineers
type of block diagrams.

Additional advantages of the workbench are the
presence of a large number of built-in functions and
routines, a wealth of developed and visual elements
for building interfaces, the ability to interact with
other environments.

The convenience of combining with hardware
for entering information provides opportunities to
create automated workstations for statistical
processing, and ease of programming — the ability to
improve, configure and adapt the software system to
specific situations.



To achieve this goal, a computer software system
was built in the form of a tree, where the nodes
automatically check the conditions and criteria for
specific statistical methods, branching to the next nodes
of the algorithm, and the final node of chain draws
statistical conclusions.

The result of the software system is formation of a
conclusion about existence or absence of a statistically
significant difference between average values of two
data sets and the statistical relationship between them.
In practice, this may relate, for example, to the detection
of statistically significant effects of a pharmacological
agent, drug procedure, regimen and other factors [8-
10].

The sequence of execution of system modules is as
follows:

- in module 1 branching occurs into module 2 or

module 7, depending on whether the samples presented
in the arrays are independent or interconnected; it is
implied that either influence of the factor is studied on
the experimental and control group, or on one group —
before and after influence of the factor;
-in module 2 the normality of the law of data
distribution in arrays is checked; if both samples are
distributed according to the normal law, then transition
occurs to module 3, otherwise —to module 6;

- the module 3 checks uniformity of variances of
the input samples by Fisher's test; depending on the
result, it is further proposed to branch to module 4
(testing the hypothesis of equality of mean values of
two samples by Student's t-test for equal variances) or to
module 5 (testing the hypothesis of equality of average
values of two samples by Student's t-test for different
variances);

-in module 6 the test of hypothesis about the
equality of average values of two samples with a
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distribution law other than normal is implemented by
ranking the data and applying the two-sample
Wilcoxon test;

- in module 7 the form of distribution law of both
input arrays is checked (for the case of connected
samples) — is the distribution normal or not. Depending
onthe result, it is proposed to move to module 8 (testing
the hypothesis of equality of mean values of two
related samples by Student's t-test) or to module 9
(application of non-parametric sign criterion);

- in module 10, the existence of a parametric
correlation between input arrays is checked, if the
distribution law is normal, and the Pearson’s
correlation coefficient is calculated;

-in module 11, the existence of a rank
correlation between input arrays is checked if the
distribution law is different from normal, and the
Spearman’s rank correlation coefficient s
calculated;

-in module 12 the one-factor analysis of
variance of input arrays is implemented in order to
detect the influence of the factor, that is to identify
a statistically significant difference between average
values of the samples by means of analysis of
variance.

It should be noted that at each node of the tree
structure, the conditions for applicability of
statistical methods are checked before transition to
the corresponding module occurs. And in each
module, the statistical accuracy of the conclusion is
checked.

For example, in correlation analysis, not only
the correlation coefficient is calculated, but also the
statistical accuracy of such a correlation is
determined. The appearance of the system interface
is shown in Fig.1.
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Fig 1. View of the software system interface with direct display of inpoat data sets and with the results of the previous
functional transformation



Here at the top there are 12 pages of the
interface (bookmarks), which correspond to
execution of the above modules and are sequentially
opened during execution of the algorithm. At the
bottom — the input data arrays, given for illustration
and settings, and in real circumstances can be
entered automatically from various devices or
software.

Two options for displaying input data on the left
and right screens demonstrate a specially designed
ability of the system to analyze either the input data
arrays directly, or the results of their preliminary
conversion by almost any function that can be
simply entered in the interface window. In the
example shown in Fig. 1 on the first screen you can
see signs that between the input data arrays there is
a relationship similar to quadratic law, so on the
second screen instead of the data of one of the arrays
enter their squares, then see the trend of linearity of
such data connection law. It is possible to select

with unequal variances

with equal variances
differs from normal

Equality of means
Equality of means
Distribution law

Checking the uni-
formity of variances

MNon-linearity
of quantities

mal
distribution law'?

Solutions for analysis of variance

Fisher's calculated ratio
1 15,5858

The hypothesis of equality of mean values of the samples is rejected

Fisher's critical ratio
| 4,25965

functions of preliminary transformation of input
data either on a kind of curves on the screen, or
proceeding from physical essence of the
investigated phenomena.

The result of each module is either a branch
demonstration with an explanation of reasons for a
particular transition, or a statistical conclusion of an
algorithm. Thus, after selecting the functions of
homomorphic transformation in the first module, a
branching take place due to the choice of the option
regarding the independence of samples or their
connection. Next, the normality of the distribution
law of both samples is checked, then the equality of
variances; each combination of features uses its own
statistical tool. Checks in the modules are performed
automatically using the appropriate statistical criteria.

An example of display in the interface of one of the
statistical conclusions (analysis of variance) is shown in
Fig.2.
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Fig. 2 Display in the intetface of t he statistical conclusion of analysis of vatiance

Here in the text line it is stated that “The hypothesis
of equality of mean values of the samples is rejected”,
and in the numerical indicators the values of Fisher's
calculated ratio and Fisher's critical ratio are given, on
which basis this statistical conclusion is made.

For example, let’s consider the structure and
operation principle of several modules of the constructed
system.

IV.RESULTS AND DISCUSSION
Block diagram module that implements the analysis
of variance, shown in Figure 3

The module calculates actual Fisher ratio MSa/ MSe
— the ratio of variance, which is explained by the
influence of factor (intergroup), and unexplained
variance (intragroup), and compares with the critical
value of Fisher for the appropriate number of degrees of
freedom and a given level of significance. The calculated
indicators are displayed on the front panel, and based on
the result of the comparison, a statistical conclusion is
made about the acceptance or rejection of the hypothesis
about equality of the arrays average values. This output
is also displayed on the interface panel.
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Fig. 3. Block diagram of the module for analysis of variance

It should be noted that the module of analysis of
variance seems to duplicate the results of previous
modules, i.e. determines the presence of a statistically
significant difference between the average values of two
samples, only by another method. But, first, the
verification of important conclusions by two
independent statistical methods increases the reliability

of obtained results, and secondly, the analysis of
variance is less sensitive to errors associated with a small
amount of data in the samples.

Block diagrams of modules that perform correlation
analysis for two situations — the normal law of sample
distribution and the law other than normal, are shown,
respectively, in Fig.4 and Fig.5.
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Fig. 5. Block diagram of the correlation analysis module for samples distributed according to law

In the module of Fig. 4 the detection of parametric
correlation is realized and the Pearson correlation
coefficient is calculated by the formula
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But then the statistical accuracy of the result is
checked, i.e. the hypothesis of equality of the correlation
coefficient to zero is tested. The interface displays
conclusion about the presence or absence of a
correlation, the value of correlation coefficient and the
half-width of confidence interval for it.
In the module of Fig.5 the detection of rank
correlation is realized and the Spearman rank correlation
coefficient is calculated by the formula

where Ry and Ry;j are the ranks of respective objects
of two samples.
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After that, the significance of result is checked
according to special tables of Spearman's statistics. This
module also uses the developed subroutine Rangir for
Spirmen, which performs the ranking of input data sets.

V. CONCLUSIONS

1. The use of an automated system to detect
statistical relationships and statistically significant
factor effects can reduce the number of erroneous
results in evidence-based medicine, especially with
widespread access to such a system that can be easily
provided on the NI LabVIEW platform by connecting
to the Internet.

2. The use of software environment NI
LabVIEW is a promising area of building information
processing and analysis systems. One of the important
advantages is the ability to modify algorithms even by
non-programmers.

3. One of the significant advantages of the NI
LabVIEW platform is the simplicity of interaction
with research equipment and other software systems.



This provides the basis for creating flexible automated
workplaces.

4. Prospects for improving the system imply
further addition of modules with the implementation
of additional methods of statistical analysis, as well as
providing easy access to the system by users, for
example, via Internet.
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Pegpepam — Ilpobrema cmeopenns iHCMPYMeHMAnbHux 3aco0ig Onsl CHPOWEeHHs KOPEKMHO20 SUKOPUCMAHHA CIAMUCHUYHUX MemoOie
00CTIOHCEHD 3ANUUAEMBCS AKMYATLHOI), 0COOIUBO 6 OIOMeOUYHIL 2ay3i, 0 (haxisyi He HAOMO 8O0OIIOMb MAMEMAMUYHUM ANAPAMOM.

B cmammi 3anpononosano peanizayiio 6 npocpamuomy cepeoosuwsi NI LabVIEW nanieasmomamuszoganoi cucmemu, wo 3abesneuye
Hauuacmiuie BUKOPUCOBYBAHI 3ACO0U CMAMUCMUYHOL0 AHANIZY, ale NPU YbOMY BUKOHYE NEPEBIPKYy HeOOXIOHUX Kpumepiie i medc ix
BUKOPUCMAHHA, 4 MAKO}C OOUPAHHSA BIONOGIOHUX CMAMUCTIUYHUX MEMOOié 6 agmomamuynomy pedxcumi. Peanizayia 6 npozpamnomy
cepedosuwi NI LabVIEW 3abe3neuye necke niOKmOYeHHs 00 anapamypu, YHIGEPCANbHICMb MA npocmomy nooanvuioi moougikayii
aneopummis pobomu.

Kniwouogi cnosa: cmamucmuuni memoou, 00kazoea meouyuna, HAOiliHICMb BUCHOBKIB, UMOGIDHICIb NOMUNOK, Kpumepii 3acmocy8ansi,
Odepegonodibna cmpykmypa, oucnepciinuii ananiz, NI LabVIEW

VJIK 004.93

CUCTEMA CTATUCTUYECKOTIO
AHAJIM3A TAHHBIX JIJISI
TOKA3ATEJbHON MEJUIIMHU HA
UIAT®OPME LabVIEW

Conomun A.B., noueHt

andr-sol@i.ua

Canu Axmeo, CTyIeHT

ahmed.shahahmedshah@hotmail.com

®DaxynbTeT OMOMENUITMHCKON MHKSHEPHH

HaumonanbHbI TEXHUYECKUI YHUBEPCUTET YKPAUHBI

“KueBckuil NOIUTEXHUYECKU MHCTUTYT uMeHu Uropst Cukopckoro™
r. Kues, Ykpauna

Pecpepam — IIpobrema co30anus UHCIMPYMEHMATLHBIX CPEOCMS OISl YNPOUEHUs KOPPEKMHO20 NPUMEHEHUS, CIMAMUCIMUYECKUX Memooos
Uccnedo8anull OCMaemcs: aKmyanbHol, OCOOEHHO 6 OUOMEOUYUHCKOU OmpAcCiy, 20e CReYuarucmvl He CIUWKOM XOPOuwlo 61a0eiom
Mamemamuyeckum annapamom. B cmamve npeonoscena peanusayus ¢ npozpammnoi cpede NI LabVIEW nonyasmomamuueckoii cucmemeot,
obecneuusaroweli npUMeHeHue 4acmo UCHONb3YEMbIX MEMOo008 CMAMUCIUYECKO20 AHAAU3A, HO NPU SMOM 6bINOIHAIOWE NPOBEPKY
HeobX00UMbIX Kpumepued U 2panuy ux NPUMEHUMOCIU, a MAKdce 6bl00p COOMBEMCMBYIOWUX CIMAMUCIUYECKUX MenmOo008 6
asmomamuueckom pedxcume. Peanuzayus 6 npozpammnoii cpede NI LabVIEW obecneuusaem aezxoe nodxmouenue x annapamype,
VHUBEPCATLbHOCMb U BPOCIOMY OAIbHEUUUX MOOUPUKAYULL Al20pUmMOo8 padomel.

Knrouesvie cnosa: cmamucmuueckue memoobvl, OOKA3AMENbHA MEOUYUHA, HAOEHCHOCHb 8bl80008, BEPOAMHOCIb OWUOOK, Kpumepuu
nPUMEHUMOCIU, OPesosudHas cmpykmypa, oucnepcuonnotti anaius, NI LabVIEW



